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1  INTRODUCTION 
 
It is over 200 years since the publication of Kant’s Critique of Pure Rea-
son. In spite of the many things that Kant understood, and above all, the 
problems that he saw into so deeply, it is generally recognized that, in any 
literal sense, the Kantian program is a dead one. There is not going to be, at 
any time in the future, a serious argument that there is a proper a priori 
synthetic foundation of science or even mathematics. The slow but steady 
accretion of the case for an empirical view of all human phenomena calls 
for a revision of much thinking in philosophy that still retains unfortunate 
remnants needing the kind of critique that Kant gave earlier, but now ap-
plied to a wider circle of philosophical ideas. The purpose of this lecture is 
not to make a systematic analysis of principles of a completely general 
kind, but rather to give four extended examples of problems that have often 
been thought of in philosophy, or in mathematics, as not being really em-
pirical in nature. Here they will be presented as naturally so from a 
psychological and a neural standpoint. An approach to these problems that 
is purely rational or a priori seems, by today’s standards of knowledge, 
mistaken. 

It may be thought that what I am advancing as neuropsychological 
foundations of philosophy is something that is radical and new, but nothing 
could be further from the truth. In fact, what I have to say in this lecture is 
very much in the spirit of Aristotle. Let me give just one example to illus-
trate this point. If one looks for systematic psychological concepts in 
ancient times, the outstanding example, without any question, is Aristotle’s 
De Anima. The treatment of problems of perception and of thinking have 
no match in any other text of the ancient world. Some credit, of course, 
must be given to Plato for an early beginning. The fundamental importance 
of the De Anima was fully recognized by many later commentators, includ-
ing especially the detailed commentary of Aquinas; and the clarifying 
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paraphrase of Themistius, written in the 4th century CE, widely read even 
in the Renaissance. 

The thesis I am advancing is not meant to be universal in philosophy, 
but all the same wide ranging. The first example tries to bring out the em-
pirical character of the ordinary use of the concept of truth, and how far the 
psychological methods by which the truth of ordinary empirical statements 
is assessed are from the theories of truth we have had in the past from phi-
losophers and logicians. 

The second example deals with beliefs, especially the special case of 
Bayesian priors. There has not been much philosophical discussion of prior 
beliefs with which I am taking issue, although there are some relevant as-
pects of epistemology. Instead, I am attacking the absence of deeper 
psychological considerations on the part of statisticians, economists, and 
others who believe that a Bayesian approach is a rational way to think 
about problems of uncertainty and statistical inference. I agree with much 
of what they have to say. But I find unsatisfactory the thinness of the psy-
chological foundations that are provided, for example, by the forefathers of 
the modern Bayesian viewpoint, Frank Ramsey, Bruno de Finetti, and 
Jimmy Savage. They have important and insightful things to say about the 
foundation of statistics, but the psychological foundations of their Bayesian 
ideas are left in an undeveloped and primitive state. This is what I address 
in the second example. 

The third example deals with problems of rational choice and ra-
tional thinking in general. In spite of having contributed myself in the past 
to the rational theory of preference, I find the empirical side of the theory 
weak. The deeper account of how choices are actually made is a matter of 
extended psychological development of concepts not usually brought to 
bear in rational-choice theory. What I have to say about choice here applies 
also, without more detailed consideration in the limited time available on 
the present occasion, to norms in general. I hold the same kind of empirical 
thesis about norms that I hold about rational choices. 

Finally, in the fourth example, I set forth a psychological thesis about 
an important aspect of modern mathematics that is troublesome for many 
people. On the one hand, as part of the foundations of mathematics, there is 
a very well worked out formal theory of mathematical proof. It is recog-
nized, on the other hand, by working mathematicians that almost all 
serious proofs in current mathematical research are, for good reasons, not 
formal proofs. So, the purpose of this example is to stress the psychologi-
cal nature of verifying – mind you, not discovering, but verifying – the 
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correctness of informal mathematical proofs. Here again I find much space 
for psychological thinking and analysis. Even if one might forecast that in 
the more distant future, an increasing part of mathematics will be checked 
in a formal way, informal methods will not disappear. 

As yet I have said nothing about the brain. I leave the topic of neural 
phenomena, in particular neural computations, to the end, and will say no 
more at this point. 
 
 
2  FOUR EXAMPLES 
 
2.1. Computation of truth (Suppes and Béziau, 2003) 
 
Philosophers discuss at length various theories of truth – coherence theory, 
correspondence theory, problem of direct reference, sense and denotation, 
and so on – but, curiously, do not give an account of how we actually per-
form truth computations, and even less why we are able to perform them so 
quickly. Philosophers who claim that “Paris is the capital of France” is true 
because Paris is the capital of France are generally not interested in ex-
plaining how we actually compute the answer. But, since such sentences 
are almost never remembered, or even previously encountered, a computa-
tion is necessary. 

Logicians also do not solve these problems. If we want to describe 
how one answers a question like “Is 49+13 equal to 61?”, it is certainly 
wrong to look at the logical foundation of arithmetic, whether it is proof-
theoretical or model-theoretical. We answer such a question by using a se-
ries of small computational algorithms and tricks, not by looking for a 
formal proof from a set of axioms or by finding a model in which the axi-
oms are true and 49+13 = 61 is false. In the case of a question like “Is 
Rome the capital of France?”, it is even more doubtful that we are trying to 
deduce the truth or falsity of the sentence from a set of axioms, or by using 
a truth-table. 

From my point of view it is misleading to say that we are making a 
deduction to arrive at the conclusion that “Rome is the capital of France” is 
false, unless we emphasize that deduction does not reduce to the narrow 
meaning of deduction in formal logic. To avoid misunderstanding, it is bet-
ter to say that we are here trying to describe how we compute the truth or 
falsity of such a sentence. 
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In a recent book on computational semantics, the authors say: 
 
The book is devoted to introducing techniques for tackling the following two 
questions: 
1. How can we automate the process of associating semantic representations 
with expressions of natural language? 
2. How can we use logical representations of natural language expressions to 
automate the process of drawing inferences? 
(Blackburn and Bos, 2005, p.iii) 

 
Their idea is to find some algorithms to translate natural language into the 
language of first-order logic to represent the meaning of natural-language 
sentences, and then to find some additional algorithms to make inferences 
with these first-order translations. The two steps seem wrong for our pur-
pose. It is highly doubtful that our brains use first-order logic to compute 
empirical truths. Both AI researchers and computational linguists have 
been overly-influenced by formal logic. They do not deal directly with the 
problem of finding the obvious truth or falsity of atomic statements like 
“Rome is the capital of France”. 

The theory of the computation of such truths, i.e., the truths of ordi-
nary empirical statements, is an important aspect of how the mind works. It 
is by no means anything like the whole story of the computations in which 
the mind, or the brain, is involved. Very much more is required in even the 
simplest computations of perception. Just think of the necessary computa-
tions to decide, perhaps incorrectly, that the image from a certain perspect-
ive of a person 200 meters away is indeed an image of your mother. What I 
shall have to say about computation will be much simpler than that of or-
ganizing such perceptual input to form beliefs about what I am seeing. Put 
another way, because of the great importance of perception in all our ac-
tivities, we are continually forced to make a dazzling array of computations 
in processing stimulus input that actually reaches the cortex as electromag-
netic signals, reflecting a marked degree of abstraction from the vivid 
language of ordinary talk about processes and things. It is mind-boggling 
when first thought about. Indeed, the electromagnetic signals that the cor-
tex processes seem inherently more difficult to understand than the sens-
ible forms of Aristotle’s theory, as set forth in the De Anima. 

In spite of my references to electromagnetic signals, discussion 
here will be at a still more abstract psychological level most of the time, 
but I will turn back on several occasions to the brain rather than the mind, 
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because, historically, the literature on the mind is almost entirely absent 
any serious theory of computation. So, to continue this general point about 
computation and how the mind works, all the neurophysiological processes 
of perception that reduce observed features of things and processes to elec-
tromagnetic signals sent to the cortex are ignored in ordinary or philosoph-
ical talk about experience. And so modern philosophy of mind is not con-
cerned with the details of how we learn about the ways in which pheno-
mena in the world are connected. 

I chose the last word deliberately. The approach to computation 
about such things and processes, characteristic of our minds, was well rec-
ognized by Hume, the godfather of the central mechanism of association, 
already foreshadowed by Aristotle. What I shall insist on here is the nearly 
universal role of association as the main method of computation in the 
brain at the system, but not cellular, level (and in the mind, if you will) in 
dealing with ordinary experience. The point is an important one, even if 
there is not space here to muster all the arguments that I think are relevant. 

I will make the following general claim about computation. It is 
sometimes felt that a very clear criticism of behaviorism and connection-
ism in relation to much behavior is easily made. Rules play too central a 
role, it is held, to believe an associationist account could be correct. This, 
however, rests upon a deep mathematical misunderstanding of what can be 
done with quite simple methods of association or conditioning. It is evident 
from the many proofs that any computable function (and thus any rule) can 
be computed by a universal Turing machine, by a universal register ma-
chine, or by any of six or seven other devices. Very elementary primitive 
ideas are quite sufficient, once there is any method of recursion available, 
to prove that the basic device to do the computing can be quite simple in 
conception. 

All of these remarks are a kind of prolegomena to what I have to say 
about the computation of the truth of ordinary empirical statements. One 
point I want to make is that I shall not, in this discussion of truth, distin-
guish between belief and truth. It is possible to be too zealous, from a 
philosophical standpoint, and not accept a discussion of the truth of ordi-
nary statements, as opposed to ‘Which ones do you believe to be true?’ In 
fact, in much ordinary discourse, claims about belief are mainly used to 
express doubts about truth, not as a separate point of positive emphasis, for 
example, “Do you really believe what he said is true?” 

Associative networks. Anyway, I want to give a sketch of a theory of 
how such ordinary computations of truth are made. In doing so, I draw on a 
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recent article of mine with Jean-Yves Béziau (2003). The basic idea is that 
the computations are made by an associative network with brain represen-
tations of words being the nodes and the links between being the associa-
tions. More generally, auditory, visual, and other kinds of brain images can 
also be nodes. 

In the initial state, not all nodes are linked, and there are, in this sim-
ple formulation, just two states, quiescent and active. No learning or 
forgetting is considered. It is assumed, without being formulated here, that, 
after a given utterance is responded to as being either true or false, all the 
activated states return to quiescent. The axioms, which are not stated here, 
are formulated just for the evaluation of a single sentence, not for giving an 
account of how the process works over a longer stretch of discourse. The 
way to think about the networks introduced is that a person is asked to say 
whether a sentence about familiar phenomena is true or false. It is very 
natural to ask, and not to have a quibble about ‘Do you believe this, even 
though you don’t know whether it is true?’ I take examples that are so ob-
vious everyone accepts them as true or false, as the case may be. Simple 
geography sentences are often used in experiments on these matters. Here 
is one: Warsaw is not the capital of Austria. This sentence input comes 
from outside the associative network in the brain. I will consider only spo-
ken words forming a sentence, although what is said also applies to visual 
presentation, as well. So, as the sentence is spoken, the sound pressure im-
age of each word that comes to the ear is drastically transformed by a 
sequence of auditory computations leading to the auditory nerve fibers 
which send electromagnetic signals to the cortex. Such signals are exam-
ples of those mentioned earlier. In previous work, I have been much 
concerned with seeing if we can identify such brain signals as brain repre-
sentations of words. Some references are Suppes, Lu, and Han (1997) and 
Suppes, Han, Epelboim, and Lu (1999a, 1999b). 

The brain activates quiescent states by using the energy for this acti-
vation from that brought into the cortex by the brain representation of the 
verbal stimulus input. With the activation of the brain representation of 
words by external stimuli, the associations, i.e., links, between activated 
brain representations are also activated. 

Moreover, it is assumed in the theory that energy can be passed 
along from one associated node to another by a phenomenon characterized 
some decades ago in psychological research as spreading activation (a 
good reference is Collins and Loftus, 1975). For example, in a sentence 
about a city like Rome or Paris, some familiar properties are closely asso-
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ciated with these cities and the brain representation of these properties may 
well be activated shortly after the activation of the brain representations of 
the words Rome or Paris, even though the names of these properties, or 
verbal descriptions of them, did not occur in any current utterance. This is 
what goes under the heading of spreading activation. Some form of it is 
essential to activate the nodes and links needed in judging truth, for, often, 
we must depend upon a search for properties, which means, in terms of 
processing, a search for brain representations of properties, to settle a ques-
tion of truth or falsity. A good instance of this, to be seen in the one 
example considered here, is the 1–1 property, characteristic of such a word 
as capital: x is capital of y, where here, x is ordinarily a city and y a coun-
try. There are some exceptions to this being 1–1, but they are quite rare 
and, in ordinary discourse, the 1–1 property is automatically assumed. But 
this is only one of many other examples, easily given, that arise in ordinary 
conversation. 

One other notion introduced is the notion of the associative core of a 
sentence, in our notation, c(S) of a sentence S. For example, in the kinds of 
geography sentences given in the experiments referenced above, where 
similar syntactic forms are given and the sentences are given about every 
four seconds, people apparently quickly learn to focus only on the key ref-
erence words, which vary in an otherwise fixed sentential context, or occur 
in a small number of such contexts. So, for example, the associative core of 
the sentence Berlin is the capital of Germany is a strongly linked core of 
three nodes, the brain representations of the three words Berlin, capital and 
Germany. For such a core I use the notation BERLIN/CAPITAL/GER-
MANY, with, obviously, the words in caps being used to denote the brain 
representations, i.e., the three nodes in the associative network. A more 
complicated concept is obviously needed for more general use. 

In the initial state of the network associations are all quiescent, e.g., 
PARIS ∼ CAPITAL, and after activation we use the notation PARIS ≈ 
CAPITAL. In the example itself we show only the activated associations 
and the activated nodes of the network. The steps of the associative com-
putation are numbered temporally t1, etc. 
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Example: Rome is the capital of France. 
 

t1. ROME, CAPITAL, FRANCE Activation 

t2. PARIS, 1–1 Property Spreading activation 

t3. ROME ≈ CAPITAL, CAPITAL ≈ 1–1 Property Activation 

 CAPITAL ≈ FRANCE, PARIS ≈ CAPITAL  

 PARIS ≈ FRANCE  

t4. ITALY Spreading activation 

t5. PARIS / CAPITAL / FRANCE Activation  

 ROME / CAPITAL / ITALY  

t6. TRUE ≈ PARIS / CAPITAL / FRANCE Spreading activation 

 TRUE ≈ ROME / CAPITAL / ITALY  

t7. FALSE ≈ ROME / CAPITAL / FRANCE Spreading activation 
 
This sketch of an example, without stating the axioms and providing other 
technical details, is meant only to provide a limited intuitive sense of how 
the theory can be developed for simple empirical sentences. Most impor-
tant, there is here no account of learning associations. Only an idealized 
performance setup is used. 

But my point should be clear: such computations, or something like 
them, dominate ordinary discourse, and standard philosophical theories of 
truth are of little help in thinking about them. Detailed psychological theo-
ries of association are more useful. 
 
2.2. Where do Bayesian priors come from? (Suppes, 2007) 
 
Bayesian prior probabilities have had an important place in the theoretical 
and practical consideration of probabilistic and statistical methods since at 
least the middle of the twentieth century. In spite of this widespread inter-
est in theoretically using Bayesian priors, and often empirically eliciting 
them, the analysis of where these priors come from and how are they 
formed has received little attention. 

The absence of such consideration can be seen in the rather laconic 
views about prior probabilities themselves, as expressed by the three most 
important foundational thinkers on the Bayesian viewpoint in the twentieth 
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century, namely, Ramsey, De Finetti and Savage. Quotations are omitted 
here, but supplied in the article referenced. 

What is remarkable about the views of these three foundational 
thinkers is that none of them ventures very deeply into the psychological or 
common sense side of how, in fact, subjective probabilities are formed. If 
we are planning a scientific experiment and ask individuals for their prior 
beliefs about the design or outcome, almost everyone will agree to this 
summary of the situation. “Well, if this is an experiment in physics, it’s 
likely that an experienced experimental physicist is going to have a much 
more interesting prior about the outcome of the experiment than will, for 
example, the most distinguished professor of philosophy or of English lit-
erature.” Why is this so? Because we believe, well beyond any require-
ments of coherence or consistency, as it is sometimes called, there is the 
really much more important matter of the background experience which 
led to the formation of a given individual’s prior. 

It is reasonable to accept the lack of detailed psychological theory of 
the mechanisms by which prior probabilities are formed, but it is less ex-
cusable that there is an almost total absence of a detailed discussion of the 
highly differentiating nature of past experience in forming a prior applica-
ble to a new experiment or, more generally, almost any action about to be 
undertaken. Note, of course, that the use of the term ‘prior’ is, in some 
sense, misleading. Of course, the partial beliefs we are eliciting in the case 
of an experiment or an action are prior to the experiment being conducted 
or the action being taken. But, they are not prior to experience relevant to 
the experiment or action. There is, in fact, usually much relevant prior ex-
perience. There is, if you wish, a beginning to the experience; we might 
say that we want to go back to the very beginning and consider only priors 
while still in some perfect state of ignorance. This is not a point worth 
quarreling about, but it is a point worth noting in terms of our linguistic us-
age. In fact, in talking about priors, we almost always accept that there has 
been experience prior to the elicitation of the prior. I will not return to this 
point, but I do think its consideration is badly missing in the usual discus-
sion of priors. (This is an old point of mine about the obviously unsatis-
factory character of many possible priors, Suppes, 1956, p.72.) 

It is often said priors express, at least partly, differences in taste. We 
can agree that there will be differences in taste, even among experts. But it 
is also essential to make the point that we can properly and empirically as-
sess whether or not the accuracy of priors of experts in a subject are better 
or worse than beginners and, in fact, who among the experts has a better 
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record. Again, although this is a worthwhile topic, it is one for another oc-
casion. 

What I want to focus on here is what kind of account, even if neces-
sarily schematic, can be given about the psychological mechanisms back of 
the formation of our Bayesian priors. 

Nearly as common as our empirical statements, which are implicitly 
enunciated in such a way as to make clear that they are held, without any 
question, to be true, is our more tentative estimation of future events, or 
statements about past events, whose occurrence is uncertain in our minds. 
A familiar idiom of great importance, both in ordinary conversation and in 
the theory of probability, is the rich notion of expectation. So we speak of 
expecting to be home in 30 minutes, expecting to lose five pounds in the 
next two weeks on our current diet regime, or expecting to purchase a new 
car for less than we had anticipated, because of the highly competitive na-
ture of the market. In all these cases, expectation is our way of dealing with 
events that are measured in terms of quantity. So, the outcome is not just a 
yes-or-no occurrence, but something to which is attached a quantitative 
measure – time measure, weight measure, money measure, etc. I will say 
more about expectations later. 

At the moment, I will extend the analysis of the previous section by 
just considering events that occur or do not occur. Moreover, to simplify 
the formulation and discussion of examples, I restrict myself to events and 
their brain representations rather than consider sentences. This change is 
made for simplification, but also matches ordinary practice, which uses an 
event-formulation more than a statement-formulation as the basis for prob-
ability claims. This matches theoretical developments as well. The 
statement-formulation of probability, as in confirmation theory, developed 
mainly by philosophers, is not widely used, for many reasons, in system-
atic theoretical and scientific applications of probability theory. The set-
theoretical framework of events is more common and useful for many fa-
miliar reasons, which I will not repeat here. (The foundations of this set-
theoretical view, written in a way that is meant to be accessible to philoso-
phers, is given in Chapter 5 of Suppes (2002).) 

A second point about what I shall limit myself to doing here is that I 
will not generalize in complete form the axioms, referred to in the previous 
section dealing with the case of the truth of simple empirical statements, 
but only sketch their formal developments, which otherwise would require 
a much larger excursion into technical details than is appropriate. So, the 
remainder of the discussion will be at an informal level. I do give, in the 
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article referred to (Suppes, 2007), a detailed example that represents a rela-
tively simple restricted set of theoretical ideas that have also been extens-
ively tested experimentally. 

So, as we turn from truth to the estimation of probabilities, especially 
Bayesian priors, there are a number of observations with which I want to 
begin. The first is that such priors are based on a variety of experience, not 
on the sharp outcomes of well-planned experiments. The fundamental 
point is that we come to the design of experiments with such Bayesian pri-
ors well developed. It is they which guide, in many different ways, our 
thinking about the design of such experiments. It is, of course, a fundamen-
tal point about the design of experiments that we do not come to them with 
well-prepared algorithms, mechanically applicable, to hand us the design 
on a silver platter. It is not at all that way. Designing an experiment and 
executing that design are rather like designing a house and then building it. 
There are many practical decisions that must be taken along the way that 
are no part of any set of known algorithms and that are inescapable in ac-
tual work. Our prior knowledge and experience are the most helpful things 
we have. I emphasize experience rather than knowledge, because much of 
this experience is not consciously articulated – that marks the difference 
between amateur experimenters and experienced ones. Imagine turning an 
amateur loose in a modern physics laboratory. In almost any aspect of ex-
periments now conducted in physics, from quantum entanglement to super-
conductivity, prior experience is the key to success. This kind of experi-
ence is gained from the kind of apprenticeship that is very similar to that 
found in any specialized work in ancient China, Egypt or Mesopotamia. 
More generally, this kind of prior experience is necessary in every aspect 
of ordinary affairs requiring some kind of learned competence, from driv-
ing a car to cooking a decent meal, or installing and using a photodetector.  

Important in this formulation is the recognition that, by Bayesian 
priors we do not mean the beginning of the beginning, but the beginning of 
the end, in the sense that when we come to any of these tasks, we come 
with much developed skill and experience. The prior refers to our state of 
knowledge, skill and practical competence as we face the task at hand. The 
term Bayesian prior applies, of course, particularly to experiments, where 
we may be anxious to develop a body of knowledge into which the likely 
outcomes of the experiments will be accepted by all, or almost all, compe-
tent persons. This acceptance should lead to a modified posterior probabil-
ity, which can, in turn, be taken as a future prior. 
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My theoretical point is that the basic mechanism of forming these 
priors, as in forming many other things, is that of association. I emphasize 
again the central principle that the mechanism of association is, if not uni-
versal, nearly universal, in the acquisition of knowledge and skill in 
animals and humans alike. It is not something special that is turned on for 
the purposes of acquiring a Bayesian prior, but is a deep mechanism of or-
ganisms from Aplysia to Homo sapiens. What is also apparent from what I 
have just said is that, though we may be hopeful of stating some general 
laws of association, the detailed analysis of the way associations are built 
up in everyday heterogeneous experience will not be practical in any detail. 
Just as in the external world, the testing of physical theories in heterogene-
ous experience scarcely occurs at all. As everyone knows who has thought 
about the problem for any length of time, it is impossible to consider writ-
ing down the differential or difference equations governing even the detail-
ed motion of the leaves in the tree outside my study as I write these words. 
So, no apologies are needed for being able to find only partly systematic 
verification for the claims that are made for association, because this is no 
different from the claims that can be made for any general physical law. 
On the other hand, this is not to make the claim that the mechanisms of as-
sociation are currently as well formulated and as well understood as the 
mechanisms postulated and tested in many parts of physics. 

However we model things in particular, there are two general as-
sumptions we need. The first is that, as we build up the strength of associa-
tions, there is an independence-of-path assumption that holds, at least 
approximately. This means that the exact historical path we followed in the 
experience of building up an associative connection does not strongly af-
fect the strength of the association. The same strength can be reached by 
many other paths. The important point is that we do not need to know the 
detailed history of the past to infer the current intensity. This would, it 
seems plausible, impose an impossible burden on memory to require that 
we do indeed continue to keep track of each past increment to the intensi-
ties of associations. I think it is fair to say that the evidence is substantial 
that, in spite of the vast capacity of human and animal memories, brain 
computations based on such detailed histories would be too cumbersome 
for practical biological use. 

The second approximate general assumption is the fading influence 
of the past, which means that our system of knowledge, skills and actions 
is nearly ergodic. In other words, the influence of the past fades away in 
some exponential fashion. What I have just said about memories would be 
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an example of this. The accumulated experience of the past is kept in the 
relative intensities of association, but the memory of each increment, posi-
tive or negative, to these associations, is not kept. It is necessary, of course, 
to say that this ergodic property is approximate, because there are some sa-
lient memories that are remembered, but, compared to the total experience, 
their relative scarcity is evident. 

Simple example. So, the mechanisms for estimating probabilities can 
be exemplified in a familiar example. Someone asks me the question ‘Will 
it rain in Paris tomorrow morning?’ I compute my answer by using the as-
sociative network of features and patterns of features in memory, activated 
by the brain representations of the words ‘rain’, ‘Paris’, and ‘tomorrow 
morning’. This activation is now postulated to be more complicated than 
that of the previous section. In particular, it seems essential and fundamen-
tal that some concept of intensity be used to represent the varying strengths 
of associations. We shall do so using notation familiar in current work in 
neural networks by speaking of varying weights wi, where wi is meant to 
represent an intensity built up from past associations. The outcome, now, 
of computation in the associative network of the estimated probability can 
have in summary form, a simple representation: 
 

 
i

j

rain: w r
no rain: w r

rprobability of rain 
r r

=∑
=∑

=
+

 

 
Of course, what I have shown here is the outcome of the computation, not 
how such a computation might actually be made by the brain. 

More on representation and association. We can see from this sim-
ple example the main ways in which the assumptions considered in the 
previous section on truth must be extended and changed. First, there must 
be a clear mechanism for the build up of the intensity of activation in terms 
of change. Second, we must, explicitly, not consider just a given event, but, 
for the estimation of its probability in some form, the probability of the op-
posite happening. In some cases, there may be schemes for directly 
estimating only the probability of the event, but it is most natural, when 
weights are used, to determine probabilities from simple relationships be-
tween the weights, as in this example. Another important point of exten-
sion of the setup for truth, especially as we move on to the estimation of 
probability, is that it is necessary to think in terms of brain representations 
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of other things than words. Words will continue to be important and they 
seem fundamental in much of our own mental activity. But, certainly, it is 
wrong to think just in terms of words as we move to nonhuman animals, 
where the brain representations of past experiences must obviously be non-
verbal in form. But I see no problem with the representation in the brain of 
many different kinds of things – words, past events, past scenes that we 
have seen or things that we have heard. For example, the way in which 
passages of music, familiar from the past, generate brain representations 
that associate to a variety of emotional experiences is well known. 

This remark may well raise a question in the minds of some, espe-
cially those oriented towards analytical philosophy or cognitive psycho-
logy: “But where are the concepts? Why speak of the brain representation 
of the word rain as opposed to the brain representation of the concept 
rain?” My answer to that is that we do not have direct brain representations 
of concepts, in the sense that we can physically identify events in the brain 
and say ‘Ah, there is the concept of rain’. The events localized in time and 
space, so to speak, that we identify will be representations of concrete 
events, for example, instances of rain, or instances of words. As many 
readers will recognize, what I am upholding here is the exemplar theory of 
concepts. This is the theory that originates with Berkeley and Hume and is 
stated so elegantly in an early passage in Hume’s Treatise of Human Na-
ture (1739). This theory is also prominent among current theories of con-
cepts. It stands more or less as a co-equal with the prototype theory and the 
classical definitional theory. (For a current account of psychological re-
search on these three theories, see Murphy, 2002. But the most elegant 
exposition is given in the early pages of Hume’s Treatise.) We need not be 
so sarcastic and sardonic as Berkeley, making fun of Locke’s theory of ab-
stract or general ideas, when we affirm there is much in the activity of the 
brain, as now understood, at least, to confirm Berkeley and Hume and the 
current exemplar theory. (For some detailed neural data on this point, see 
Suppes et al., 1999a.) For those who like their concepts clean and simple, 
there is much that is disturbing about the associative-network view I am 
proposing. Such networks have a natural inexhaustible complexity. Wil-
liam James puts the matter nicely in his chapter on association in the 
Principles of Psychology. 

 
The jungle of connections thought of can never be formulated simply. Every 
conceivable connection may be thought of – of coexistence, succession, resem-
blance, contrast, contradiction, cause and effect, means and end, genus and 
species, part and whole, substance and property, early and late, large and small, 
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landlord and tenant, master and servant, – Heaven knows what, for the list is lit-
erally inexhaustible. 

… If pure thought runs all our trains, why should she run some so fast 
and some so slow, some through dull flats and some through gorgeous scenery, 
some to mountain-heights and jewelled mines, others through dismal swamps 
and darkness? – and run some off the track altogether, and into the wilderness 
of lunacy? Why do we spend years straining after a certain scientific or practi-
cal problem, but all in vain – thought refusing to evoke the solution we desire? 
And why, some day, walking in the street with our attention miles away from 
that quest, does the answer saunter into our minds as carelessly as if it had never 
been called for – suggested, possibly, by the flowers on the bonnet of the lady 
in front of us, or possibly by nothing that we can discover? If reason can give us 
relief then, why did she not do so earlier? 
(James, 1890/1931, I, pp.551–552) 

 
The patterns of association are rather like the patterns of railroad tracks 
built up over a century. Many are still used. Others are only barely visible 
and for some only the right-of-way can now be faintly seen. There is no 
sharp definition as to what the current state is, depending on use, on prop-
erty rights, etc. And, so it is with associative networks. The main tracks we 
know well. They lead to the simple truths exemplified in the previous sec-
tion. The common tracks for common talk about probabilities and expecta-
tions in everyday matters are of lesser strength in association but still quite 
manifest. The wilder reaches of association are another thing, still there 
and still important for some purposes, but seldom used. There is no draw-
ing a line of any analytical precision as to where the associative network of 
a given concept ends and those of new ones begin. The line to be drawn is 
as arbitrary, if precision is insisted upon, as is that between the analytic and 
the synthetic. 
 
2.3. Habits as the basis of the theory of rational choice (Suppes, 2003) 
 
Unconscious nature of thinking. Our mental concept of ourselves is above 
all that of self-aware thinking beings. The pinnacle of rationality is system-
atic deliberation about ends and means for achieving those ends. From 
Aristotle to the present, practical reasoning has been a focus of attention in 
philosophy, but in spite of the acuity of much of what has been written, the 
complexity and sophistication of the kinds of problems considered as pre-
senting issues for the application of practical reasoning have been limited. 
What has been especially missing has been attention to the large psycho-
logical literature on the nature of thinking, and in particular, the literature 
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concerned with the thinking processes involved in making serious and 
seemingly deliberate choices that involve major personal goals. 

Contrary to much folklore psychology and the implicit assumptions 
of many philosophers, we are almost entirely unaware or unconscious of 
our detailed thinking processes. What we have excellent knowledge of is 
the results of thinking, often of partial results that constitute major steps in 
reaching a final decision about an important matter. Here is a relatively 
brief survey of the many kinds of experimental studies supporting these 
conclusions. They set scientific psychology in opposition to folklore psy-
chology and numerous philosophical ideas and ideals about the rationality 
of practical reasoning. In fact, it is important not to imply a serious restric-
tion to practical matters. The proper view of the unconscious nature of 
thinking processes applies to finding solutions to theoretical problems as 
well. 

Two seminal articles on these matters are that of Nisbett and Wilson 
(1977), whose title is “Telling more than we can know: verbal reports on 
mental processes” and Wilson (1985), whose title is “Strangers to our-
selves: the origins and accuracy of beliefs about one’s own mental states.” 
These articles survey in depth a number of experimental and nonexperi-
mental empirical studies over many years, including their own work. I give 
a brief summary here. 

In the first category I mention studies concerned with the inability of 
individuals to answer “why” questions. Gaudet (1955) found that respon-
dents could not explain why they liked particular political candidates. 
Ranging far afield from this, Kornhauser and Lazarsfeld (1955) found that 
respondents could equally not explain why they liked certain detergents for 
laundering purposes. Lazarsfeld (1931) found that respondents could not 
explain why they chose a particular occupation and, in a similar vein, 
Davis (1964) found respondents could not explain why they chose to go to 
graduate school. Further back in time, Burt (1925) found respondents could 
not explain why they became juvenile delinquents or, in terms of more 
positive decisions, Goode (1956) found respondents could not explain in 
any reasonable way why they got married or divorced. Rossi (1955) found 
respondents unable to explain why they moved to a new home. 

In discussing these examples on several different occasions, I have 
chosen to expand upon the example of buying a new house. This is a trau-
matic and difficult process for nearly everyone who has been involved in 
it. Almost without exception, explanation of the particular choice made is 
woefully inadequate. This does not mean that certain constraints do not ob-
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tain. Individuals are quite competent to state constraints, such as location 
from schools, overall cost, age of the house and other such factors contrib-
uting in a significant way to the final decision. It is just that no overall 
rationale for the decision taken is ordinarily given. The usual reason is that 
most individuals, or families, who are selecting a new home, make a very 
wide search for candidates. They end up with a smaller list with the prop-
erty that no one dominates all the rest. Consequently, the final decision is 
based upon something different from the application of a final, solid con-
straint or a detailed, explicit computation. 

Another class of studies, oriented toward theoretical rather than prac-
tical problems, concerns individuals’ reports on problem-solving pro-
cesses. Ghilesin (1952) collected data on creative problem solving, as he 
put it, from Picasso to Poincaré. He emphasizes that production by a proc-
ess of purely conscious calculation seems never to occur. A classic study 
of Maier (1931) on combining extension cords on a ceiling for electrifica-
tion purposes shows how unconscious problem-solvers usually are of their 
pursuit of a solution. In mathematics there is widespread recognition that 
theorem-proving of any difficulty depends upon imaginative leaps very 
similar to memory retrieval, but clearly computational in character. The 
key idea, just like that of retrieval of a memory, comes into consciousness 
with no trace at all of how it was arrived at. There are numerous famous 
anecdotes by scientists and mathematicians about this process. I shall not 
review them here, but almost everyone is aware of what Hadamard and 
Poincaré have claimed in this respect. I have never heard a serious mathe-
matician deny that this important role of unconscious processes was in fact 
always at work in obtaining any significant mathematical result. Here is a 
short famous quotation from Hadamard (1945). 
 

One phenomenon is certain and I can vouch for its absolute certainty: the sud-
den and immediate appearance of a solution at the moment of sudden awaken-
ing. On being very abruptly awakened by an external noise, a solution long 
searched for appeared to me at once without the slightest instant of reflection on 
my part – the fact was remarkable enough to have struck me unforgettably – 
and in a quite different direction from any of those which I had previously tried 
to follow. (Hadamard, 1945, p.8) 
 
The attempts to explain this lack of awareness have produced a large 

number of new experiments, hypotheses and theoretical analyses from psy-
chologists. Let me just summarize some of the reasons given for why we 
are unaware of our unawareness. The first is a confusion of content and 
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process. This is not a separation usually made in ordinary talk about deci-
sion making, why we have chosen a certain goal or adopted certain means 
for achieving a certain goal. Second, we have detailed private knowledge 
of ourselves that is obviously not accessible to anyone else. We can con-
fuse this information with the processes of thinking, because these proces-
ses are naturally intertwined with the data that are more or less private for 
every person. Each of us knows private historical facts about his own 
thought and action that can affect his thinking processes. Moreover, an in-
dividual can tell you his focus of attention at any given moment, which is 
in itself something quite different from an account of his thinking proc-
esses, but is natural to confuse with those processes. Still another factor is 
private, intermittent awareness of various sensations. We can be aware of 
seeing a car in the distance or a person nearby missing a step. Recording 
these observed objects or events can be mistaken for the process of think-
ing about them. 

Perhaps most important, almost all of us are capable of describing 
coarse intermediate steps in complex problem solving. Good examples are 
the many steps taken in buying a house, from surveying various neighbor-
hoods, calling an agent, making an escrow deposit, closing the bank loan, 
to the final dramatic act of moving in. These intermediate steps are inter-
mediate results, easily externally described, but not so for the associated 
thinking processes. Moreover, such results are at the same time easily con-
fused with the processes themselves, because we do not naturally separate 
our successive processes of thinking from our successive intermediate re-
sults. 

What I want to emphasize is this. A theory of rationality that is pos-
ited on some exemplary style of rational deliberation, conscious, measured 
and complete, is utterly mistaken as a psychological account of how any of 
us go about making decisions about practical problems or solving theoreti-
cal ones. 

Fantasies of expected utility computations. It is not just the philoso-
phers of practical reasoning that have been mistaken, but it is also the eco-
nomists and statisticians who have bought into the image of endless ratio-
nal computations. The further the reach of the computations, the greater the 
sin of psychological omission in formulating the theoretical ideas. Perhaps 
the most excessive brand of this is Savage’s (1954, p.14) famous fantasy of 
utility functions over possible states of the world, and the related and inter-
twined fantasy of de Finetti (1937/1964, p.146) that once we have a prob-
ability distribution, all future revisions of thought processes will be by 
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conditioning only, that is, strictly in the sense of probability theory. Of 
course, they were both too smart to hold that these fantasies could be real-
ized. 

For reasons too numerous to enumerate here, the number of actual 
long-run calculations ever made is negligible. Keynes had it right. The im-
portant fact about the long run is that in the long run we are all dead. 

The actual computations we do are fragmentary, occasional, contex-
tual, driven by associations internal and external. A much better guide to 
thought than the utilitarian principle of maximization taken in its raw form 
is William James’s account of the stream of thought in chapter IX of his 
Principles of Psychology (1890/1931). Here is one passage. 
 

Now we are seeing, now hearing; now reasoning, now willing; now recollect-
ing, now expecting; now loving, now hating; and in a hundred other ways we 
know our minds to be alternately engaged. But all these are complex states. 
(James, 1890/1931, I, p.230) 

 
As I will argue shortly, our computations are built up from myriads 

of associations, intertwined with our past in ways that we can no more un-
derstand in detail now than we can explain how we retrieve a familiar 
name or a well-known fact from memory. It is why I like to say that when 
it comes to human computations, fragmentary and associative in character, 
Proust is a better guide than Turing. Here is a quotation that illustrates this 
well, from Time Regained: In Search of Lost Time, the last part of Proust’s 
extraordinary novel (1927/1999). 
 

All day long, in that slightly too countrified house which seemed no more than 
a place for a rest between walks or during a sudden downpour, one of those 
houses in which all the sitting-rooms look like arbours and, on the wall-paper in 
the bedrooms, here the roses from the garden, there the birds from the trees out-
side join you and keep you company, isolated from the world – for it was old 
wall-paper on which every rose was so distinct that, had it been alive, you could 
have picked it, every bird you could have put in a cage and tamed, quite differ-
ent from those grandiose bedroom decorations of today where, on a silver 
background, all the apple-trees of Normandy display their outlines in the Japa-
nese style to hallucinate the hours you spend in bed – all day long I remained in 
my room which looked over the fine greenery of the park and the lilacs at the 
entrance, over the green leaves of the tall trees by the edge of the lake, sparkling 
in the sun, and the forest of Méséglise. Yet I looked at all this with pleasure 
only because I said to myself: “How nice to be able to see so much greenery 
from my bedroom window,” until the moment when, in the vast verdant picture, 
I recognised, painted in a contrasting dark blue simply because it was further 
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away, the steeple of Combray church. Not a representation of the steeple, but 
the steeple itself, which, putting in visible form a distance of miles and of years, 
had come, intruding its discordant tone into the midst of the luminous verdure – 
a tone so colourless that it seemed little more than a preliminary sketch – and 
engraved itself upon my windowpane. And if I left my room for a moment, I 
saw at the end of the corridor, in a little sitting-room which faced in another di-
rection, what seemed to be a band of scarlet – for this room was hung with a 
plain silk, but a red one, ready to burst into flames if a ray of sun fell upon it. 
(Proust, 1927/1999, pp.9–10) 
 
This long passage from Proust shows why he is a better guide to hu-

man computation than Turing. The true complexity of much, if not most, 
human computing is to be found in perception. The human visual system 
may be the most complicated system in the universe, after the brain itself. 
And our continual attention to vision, seen from an unusual angle, in 
Proust’s highly particular perceptions and associations, is characteristic of 
much of our waking hours, even if we do not usually focus on what we see 
as intently as in Proust’s account. This primacy of perception is testimony 
to the relative ease of building digital computers compared to the great dif-
ficulty of constructing artificial visual systems. The gap between the rich-
ness and complexity of perception and thought, so well described by James 
and Proust, compared to the crude oversimplifications characteristic of any 
attempt at direct expected utility computations over possible states of the 
world is an important source of skepticism about the latter. 

Habits. There is a scent of tabula rasa about the approach to rational 
choice via maximizing expected utility. It is as if the organism has a sim-
ple, uncomplicated structure, whose behavior can be maximized in the way 
that a simple physics problem can be solved by finding a maximum or 
minimum of an appropriate quantity. For biological organisms, beginning 
even with the simplest, nothing could be further from a sensible way of 
thinking about their behavior. The complexities that can be invoked at this 
point are much too numerous to be pursued in any detail, but there is one 
class of phenomena that may be seen not only in mankind but in animals 
up and down the hierarchy of evolution or complexity. These are the ef-
fects of learning on the long-term behavior of an animal. There is, how-
ever, a better term, older, and also very much a part of folklore psychology, 
although not well developed. This is the concept of a habit. Some things 
that we call habits are undoubtedly purely instinctual, that is, are unlearned 
and encoded in the genes somewhere in the DNA. Most things, however, 
that we call habits represent an interaction between the genetic structure of 
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an animal and the environment in which it develops and continues to exist. 
Habits are superb examples of learning, but I want to put the emphasis here 
on the results of learning, rather than on the learning itself. 

Before I say more about habits, let me put my cards face up on the 
table, so that it will be clear how I am using the concept of habits to help 
characterize rationality. Habits constitute restraints, in the standard mathe-
matical sense of constraints, on the choices we make. We do not con-
sciously think of our habits in making choices, but concentrate, so far as 
we exercise conscious discrimination at all, in choosing one thing rather 
than another, in such a way as to satisfy the appropriate constraints. For 
example, I am at the stage of my life where I very much prefer wine to 
beer. At an ordinary dinner in a restaurant, faced with a menu, I only think 
about the choice of wine, and almost never consider beer. I do not go 
through any deliberate, rational analysis of the virtues of wine over beer, 
because of the constraint already established by long-settled habits. I ac-
cept the constraint without even thinking or being conscious of it. I can, of 
course, at another time and for another purpose, make myself conscious of 
having this constraint. But the important point is that in the act of choosing 
itself, we do not ordinarily pay conscious attention to the habits we have. 

This is not to say that such conscious occasions can never occur. It is 
the stuff of family drama and the essence of many good novels for a per-
son, real or fictitious, to face up to habits that must be broken, in order to 
make a choice that is much more important and meaningful to the person 
than any casual breaking of habits of old. But this is the exceptional situa-
tion – one that we can, of course, describe. Yet it is important to get the 
usual regime of choosing properly thought out. In fact, in the context of 
this article, I will not attempt to give a serious discussion of when we want 
to breach our constraints, that is, our habits, and go for something unusual, 
challenging or even frightening. This is an important topic, but one that can 
be left to the side, because of the low frequency of such choices, and the 
necessity of having a much better view of the usual kind of choices we 
make, from the dramatic ones of buying houses to the trivial ones of choos-
ing glasses of wine. 

So, I emphasize, the habits of a lifetime, as the saying goes, present 
constraints that are ordinarily satisfied. But the constraints do not fix the 
choice. My strong constraint of always choosing wine, and never beer, 
does not in any way determine the particular choice of wine on a given oc-
casion. 
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You may think that I am next going to say that we have come upon 
the proper role for maximization, namely, to maximize our choices subject 
to the constraints of habits. But I will not even accept the traditional theory 
of maximizing expected utility in this reduced role. To anticipate what I 
will say later, and to give you a sense of the organization of the ideas about 
rationality I am presenting, the next step after habits is to let the associa-
tions of the moment make the choice as freely and as easily as possible. I 
will not say more about these associations yet, but this is a prelude to what 
is to replace, not just maximization, but even satisficing, the central con-
cept of Simon’s (1955) well-known theory of bounded rationality. 

Now back to habits. Much of what I want to say in the context of the 
present article about habits is said better and in more detail in chapter IV of 
James’s Principles of Psychology. I shall not attempt a faithful summary of 
his ideas, but only emphasize points that are relevant to the characteriza-
tion of rationality, and I do not claim that what I say is anything like a 
faithful paraphrase of his thoughts. 

The first point is that habits are really physical and already present in 
nonanimate matter. What we ordinarily think of as certain material proper-
ties correspond to what we would call habits in animals. But particle or 
animal, the habit should be thought of as something physically embodied 
in the nervous system, and in the muscles, where appropriate. The only real 
difference on this score between animals and inanimate objects is the much 
greater mutability of habits in animals. James has a wonderful quote from 
someone else about the many ways in which matter itself is not immutable. 
The examples are particularly from designed objects, which have a special 
property. This is the second point: such objects function better the more 
they are used. Engines, locks, hinges on doors and the like improve with 
age, up to a point of course. Let me quote James (1890/1931, p.112), “habit 
simplifies the movements required to achieve a given result, makes them 
more accurate and diminishes fatigue.” The ironic thing about this aspect 
of habit is to recognize the importance of efficiency and yet to realize how 
little it is ever given its pride of place in the discussion of such matters by 
utilitarians. Habits, indeed, are themselves utilitarian in the deepest sense 
of that word, namely, in their clearly useful contribution to doing things. 

The third property to be mentioned, one of importance in connection 
with mistaken notions of rational deliberation, is that habits diminish the 
conscious attention with which acts are performed. In more domains of ex-
perience than can be named, only the inept, the awkward and the untrained 
are conscious of their performances. The accomplished, the gifted and the 
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well trained are not. And so it is with choices. The final process of choos-
ing is one that is properly left unconscious, once the first round of 
constraints that are either habitual, or deliberately modified for application 
to a new situation, have been satisfied. The final reduced choice set should 
be one worthy of unconscious contemplation and free association. Now 
many will think that my phrase ‘unconscious contemplation’ is really 
overdoing it. Only the mindless choose this way. The data show otherwise. 
Only the inept are mindful of their final choices, to put the matter in the 
most controversial way, but one about which I am all the same utterly seri-
ous. 

Finally, I cannot forego one more quotation from James about the 
important social role of habits. This topic lies somewhat outside my main 
focus here, which is on individuals, but a theory of rationality that ignores 
the social framework, of one kind or another, in which all of us live, is a 
Robinson-Crusoe view that is clearly a reductive absurdity. 
 

Habit is thus the enormous fly-wheel of society, its most precious conservative 
agent. It alone is what keeps us all within the bounds of ordinance, and saves 
the children of fortune from the envious uprisings of the poor. It alone prevents 
the hardest and most repulsive walks of life from being deserted by those 
brought up to tread therein. It keeps the fisherman and the deck-hand at sea 
through the winter; it holds the miner in his darkness, and nails the countryman 
to his log-cabin and his lonely farm through all the months of snow; it protects 
us from invasion by the natives of the desert and the frozen zone. It dooms us 
all to fight out the battle of life upon the lines of our nurture or our early choice, 
and to make the best of a pursuit that disagrees, because there is no other for 
which we are fitted, and it is too late to begin again. (James, 1890/1931, p.121) 

 
We don’t have to accept or use all of James’s examples. We can eas-

ily write new ones, suitable for our own age and technology, but his point 
is understandable without any changes needed. 

Entropy and free associations. A habit that is deterministic will, of 
course, have an entropy rate of zero. In my familiar example of usually 
choosing wine over beer in a restaurant, the entropy rate of my responses, 
at the concrete level of the kind of wine, vintage and winemaker selected, 
will not be zero. Notice that the level of abstraction selected will vary the 
entropy rate. It is also part of my philosophy of these matters that there is 
no ultimate concrete specification, so that any level selected reflects some 
kind of abstraction. As we eliminate vintage, say, first, then winemaker, 
and then kind of wine, we expect the entropy rate to decrease, so that fi-
nally, if we have only the choice of beer, wine or soft drink, as the three 
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possible choices, my entropy rate is close to zero. (An interesting question 
for consumer-behavior studies is what level of abstraction is of the most 
interest in calculating entropy rate.) 

There is a deeper question and one I am not yet entirely clear about, 
but fundamental to the ideas I am working on. This is what is the proper 
level of abstraction, in terms of what is represented mentally (or in the 
brain). So, after making some determination of habit, if the entropy rate is 
not zero, room is left for free associations. It is especially the free associa-
tions that we expect to be malleable and therefore subject to transient 
changes in stimulation; such expectations are also characteristic of firms 
that vie for shelf space to advertise their products. 

My tentative answer to the level of abstraction of the associations is 
that it just depends on the strength of resemblance or similarity between 
the mental (or brain) images, on the one hand, and the stimuli on the other. 
And, in fact, it is a mistake of mine to introduce the misleading idea of ab-
straction. It is better to introduce different relations of similarity, which we 
can use to make corresponding, but more psychologically realistic, claims. 
In other words, any use of abstraction should be backed up by a working 
concept of similarity or isomorphism to define the particular level of ab-
straction. 

Both the concepts of habit and of free association can be applied with 
varying definitions of similarity or isomorphism. Note that the two, habit 
and free association, must go together, if we want to complete the study of 
choice. For example, to use again my familiar example, if we consider just 
my standard choice of wine over beer, habit completely accounts for my 
choice at this level and there is no room left for free association. But if we 
make the isomorphic or similarity relation more detailed, there is. In fact, 
in the present formulation of ideas, whenever the level of characterization 
of a habit has nonzero entropy, the remaining nontrivial choice set leaves 
room for free associations. 

This remark leads to the natural question of how to distinguish be-
tween habits and free associations. Can we just define a relation of iso-
morphism or similarity at any level and thereby mark a distinction, so that 
we distinguish only relative to such a relation? In some ways this seems a 
good choice, for after all, according to the ideas being advanced here, asso-
ciation or the special case of conditioning, is also at the basis of habit, 
except possibly for some small part that is genetic in character. Is such a 
complete relativization of the distinction between habit and free association 
a satisfactory answer? I do not think so. For, it seems to me, it is important 
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also to separate the ephemeral quality of free associations from the lasting 
quality of habits. This separation can be made by introducing further dis-
tinctions among the similarity relations used, based on their temporal 
character. I do not pursue the formal details here. 

Associations as natural computations. From a philosophical stand-
point, the great opposition to the fundamental mechanisms of the mind 
being just associative computation and memory is the Kantian line of tran-
scendental idealism grounded in the a priori synthetic. But it is important 
to note that Kant thought that Hume was right in what he claimed empiri-
cally for association (Critique of Pure Reason, 1781/1997, A100). It is just 
that he did not accept that Humean empiricism was ultimately enough as a 
foundation for science, especially for Newtonian mechanics and mathemat-
ics. 

Writing a hundred years later, William James is an enthusiastic critic 
of Kant’s grounding of science with necessary a priori synthetic principles. 
Here is a passage expressing his thought well. 
 

… The eternal verities which the very structure of our mind lays hold of do not 
necessarily themselves lay hold on extra-mental being, nor have they as Kant 
pretended later a legislating character even for all possible experience. They are 
primarily interesting only as subjective facts. They stand waiting in the mind, 
forming a beautiful ideal network; and the most we can say is that we hope to 
discover outer realities over which the network may be flung so that ideal and 
real may coincide. (James, 1890/1931, I,  pp.664–665) 

 
The passage comes nearly at the end of the 2nd volume of James’s deep and 
majestic survey of 19th-century psychology. But it is not an isolated few 
lines. James attacks again and again Kant’s transcendental idealism and his 
attempted a priori grounding of knowledge. 

Moving ahead to more recent developments in psychology, the spe-
cial case of association that is important, in the first half of the twentieth 
century in the development of psychology, is, of course, conditioning. The 
concept of conditioning dominated thinking about almost all aspects of 
psychology from the first decade of the twentieth century to the second 
half of the century. It ended only with the linguistic revolution of Chomsky 
and others, and the subsequent development of a cognitive psychology 
that, to a large extent, has emphasized the role of rules over associations as 
the basis for thought. This regime, which was prominent from about 1965 
to 1980, has had, as its hallmark, the replacement of nonsymbolic by sym-
bolic thought. The decline of this line of theory began around 1980 with 
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the introduction of nonsymbolic computational processes, so characteristic 
of modern neural networks. More than two centuries after the death of 
David Hume in 1776 we again find ourselves returning to associations, 
now often in the form of neural networks. Currently they occupy the domi-
nant place in the conception of the mechanisms of thought. Not everyone 
will agree with the formulation I have just given. Many will claim that it is 
still just too strong to say this, that there are other modes of thinking that 
remain of great importance. I am skeptical of that. I am happy to push the 
thesis that those other modes are themselves splendid examples of condi-
tioning, for example, the mental computations of arithmetic, the algorith-
mic rules we all learn early. If we turn from such algorithms with the con-
tempt with which many cognitive scientists and some mathematicians do, 
then the response is even better. Surely the evidence is that the best and 
hardest mathematical proofs arise, not from some linear, nicely formulated 
line of explicit reasons, but from random, scattered, jumbled associations 
of the kind mentioned in the passage from James and the one from Ha-
damard. Only later is an orderly exposition of justification found. 

To push these ideas further, in 1969 I gave a clear mathematical 
proof that, just from ideas of stimulus and response, we could generate fi-
nite automata (Suppes, 1969). In a later article (Suppes, 1977), I showed 
how to extend these ideas to an arbitrary Turing machine, all operating by 
conditioning, that is, by special cases of association. The argument is am-
plified in Suppes (2002, ch.8). From a psychological standpoint, these con-
structions of finite automata or simulated Turing machines are too simple. 
No doubt the actual computational processes in the brain using associations 
extensively are more devious and complicated. Moreover, we do not begin 
language learning with a mind that is a tabula rasa. Much structure and re-
lated processing is constrained by our common genetic inheritance. It is 
then above all association or conditioning that shapes the further develop-
ment.  

There is one additional point I want to make to those who remain 
skeptical about association. Think about your own methods of memory re-
trieval, and then try to give a theory that does not deeply involve processes 
of association. 

Freedom of association. As some may note, the title of this section is 
meant as a double entendre. On the one hand, I have in mind associations 
in the brain, and on the other, the great historic libertarian demand of free-
dom of association for the individual. But it is the brain about which I am 
serious at this point. Let me be explicit about what I want to mean by free-
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dom of association. I have in mind a hierarchical conception of how we 
make rational choices. To begin with, we must satisfy our habits. With sat-
isfaction of the constraints given by habits or some specific computations, 
we are then left with an unresolved set of choices. How should we choose 
from this set? The classical utilitarian method is by maximizing utility. The 
classic algebraic theory I consider a hopeless enterprise, for reasons al-
ready given. The rational individual, who satisfies the constraints of habit, 
is one who is freely associating and choosing that one of the remaining 
available set of options that seems most attractive, based on past associa-
tions that are brought up, as can be the case in buying a house, or, in other 
instances, by the association to anticipated events. Often, a glimpse at 
something attractive nearby sets off the train of associations. Belief in the 
relatively high frequency of this last case is a fundamental tenet of adver-
tising. 

The immediate reaction of some readers may be to challenge this 
probabilistic mechanism of choice as normal. They may recall (perhaps I 
should say, associate) their earlier encounter with the literature of psycho-
analysis and its emphasis on the central role of free association in interpret-
ing dreams or analyzing repressions, slips of the tongue and many other 
phenomena. But the central role of association in our mental life was not a 
Freudian discovery. It goes back at least to Aristotle. Here is Freud de-
scribing the associations arising from the interpretation of a dream: 

 
And next, we obtain these associations. What they bring us is of the most vari-
ous kinds: memories from the day before, the ‘dream-day’, and from times long 
past, reflections, discussions, with arguments for and against, confessions and 
enquiries. Some of them the patient pours out; when he comes to others he is 
held up for a time. Most of them show a clear connection to some element of 
the dream; no wonder, since those elements were their starting-point. (Freud, 
1971, p.11) 
 

It does not sound much different from one of the earliest references to as-
sociations in various passages of Aristotle’s On Memory and Recollection. 
For example, 
 

It often happens that one cannot recollect at the moment, but can do so by 
searching, and finds what he wants. This occurs by his initiating many im-
pulses, until at last he initiates one such that it will lead to the object of his 
search. For remembering consists in the potential existence in the mind of the 
effective stimulus; and this, as has been said, in such a way that the subject is 
stimulated from himself, and from the stimuli which he contains within him. 
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But one must secure a starting-point. This is why some people seem, in recol-
lecting, to proceed from loci. The reason for this is that they pass rapidly from 
one step to the next; for instance from milk to white, from white to air, from air 
to damp; from which one remembers autumn, if this is the season that he is try-
ing to recall. … 

If one is not moving along an old path, one’s movement tends towards 
the more customary; for custom now takes the place of nature. Hence we re-
member quickly things which are often in our thoughts; for as in nature one 
thing follows another, so also in the actualization of these stimuli; and the fre-
quency has the effect of nature. … 

That the experience is in some sense physical, and that recollection is the 
search for a mental picture in the physical sphere, is proved by the annoyance 
which some men show when in spite of great concentration they cannot remem-
ber, and which persists even when they have abandoned the attempt to recol-
lect, … 
(Aristotle, 1975, pp.303–311) 
 
In the last part of this passage, especially with the reference to fre-

quency, Aristotle is distinguishing between natural and customary associa-
tions. Earlier in the passage, when he mentions loci he is referring to the 
ancient “artificial” art of memory by associating, for example, people with 
given places. Ancient and medieval texts are full of a wonderful range of 
examples of such use of spatial places as an aid to memory. Aristotle does 
not use a Greek term for association, but it is implied in phrases such as 
“pass rapidly from one step to the next” or when he says slightly earlier 
than the quoted passage “Arts of recollection occur when one impulse 
naturally succeeds another” (p.301). Finally a few lines later on the same 
page he describes what are sometimes called his three laws of association. 
 

This is why we follow the trail in order, starting in thought from the present, or 
some other concept, and from something similar or contrary to, or closely con-
nected with, what we seek. (Aristotle, 1975, p.301) 
 

Here similarity is just like Hume’s resemblance, and “closely connected” 
with contiguity. 

The maxims and heuristics of the ancient art of artificial memory 
were aimed at the facilitation of memory, but the associations used, often 
with an emphasis on vivid and striking images, are not far removed from 
those Freud encountered in the free associations of his patients. (For the 
history of the art of memory, see Yates, 1966.) 

To make another point, I want to say something more explicit about 
what I mean by free associations, since the general theory of associations 
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covers a large part of executing practical activities. In such activities the 
associations are not free, but conditioned in a fixed sequence to accomplish 
the task at hand. As the standard phrase goes, they have become automatic. 
Free associations are of a different sort, consciously used in memory 
searches, for example, when automatic retrival is not working. Free asso-
ciations are more characteristic during moments of meditation or reverie, 
but also as unexpected intrusions of images unrelated to the task at hand, 
prompted by any of a great variety of possibilities. 

The message I am trumpeting is that of learning to recognize the 
guidance and the help we can get from such associations, and perhaps even 
more, from those that do not rise to consciousness, but that are expressed 
in action by our actual choices. We often describe such choices as instinc-
tual, as “the one I liked but I can’t say why,” or as “the one that seemed 
familiar but I can’t explain it.” 

Free associations are a mixed bag, some come with positive affect 
and some not. A good example of “not” is to be found in the early pages of 
Joyce’s Ulysses (1934, pp.7–11) as Stephen Daedalus ruminates about the 
death of his mother following Buck Mulligan’s remark that he killed her by 
his stubborn refusal to kneel and pray at her bedside as she lay dying. Such 
inward-turning ruminations can interfere with the quality of associations 
and thus of choices. Experimental confirmation of this claim is to be found 
in Wilson and Schooler (1991) and related studies referred to there. 

The variety of empirical studies that I would classify as relevant to 
the understanding of free associations is very large. But there are two 
broad, not quite orthogonal, classifications of the most importance. One is 
the distinction between those having positive or negative affect, and the 
other is between being inward or outward directed. The connections be-
tween ruminative, negative-affect associations and psychological depres-
sion have been much studied. The detailed complex conclusions cannot be 
summarized here, but a good overview is to be found in Nolen-Hoeksema 
(1991). 

Even though I am persuaded that the theory of rationality, or of free-
dom for that matter, in the fullest sense should include the psychological 
concepts and problems mentioned in the preceding paragraph, it is not fea-
sible to go further here. I do think there has been far too much separation 
between the conceptual approaches to choice behavior of economists, on 
the one hand, and social or personality psychologists, on the other. Only in 
the empirical studies of consumer behavior have we as yet seen a real re-
duction of this separation. 
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A formal remark on utility. Even though I am, as already expressed, 
skeptical of the grander schemes of how expected utility is maximized in 
the choices of ideally rational persons, there is a natural connection be-
tween the probabilistic phenomena of free associations in choice and 
random utility models. Much of the current literature on choice in the so-
cial sciences, especially economics, uses random utility functions (e.g., 
McFadden & Train, 2000). A strict derivation of such utility models from 
basic assumptions about momentary mental associations is straightforward. 
We sketch the mathematical argument here. We define the momentary ran-
dom utility of a choice response r at time t by the sum of the strengths of 
momentary associations of the brain image of r to brain images of scenes, 
pictures, persons, and so forth at t. The decision rule is now that a choice 
response r is made at time t if its momentary random utility at t is the 
maximum among choice responses available. In other words, among the 
possible choice responses, the probability of choice response r occurring is 
just the probability that at time t the momentary associative strength of the 
brain image of r is the largest. The essential connection of utility to free as-
sociations is made by using fluctuating random utility functions, which 
literally change from moment to moment, as advertisers realize and depend 
on to promote their products. 
 
2.4. Psychological nature of the verification of informal mathematical 
proofs (Suppes, 2005) 
 
Even less than what was said in the first example on truth computations 
can be easily said about the intuitive steps, without explicit formal verifica-
tion, in informal proofs. But I would defend the proposition that in such 
proofs we continually use patterns of associations that are more compli-
cated and subtle than those needed in my truth examples. Yet I suggest, it 
is a feasible psychological project to survey the main features of such pat-
terns in the informal proofs that occur in a given area of mathematics. 
Memory of many such patterns is undoubtedly a mark of being an expert in 
a given domain. Perhaps even more important is having a feeling of how to 
judge correctly the similarity of a prior pattern, widely held to be valid, to a 
new one being evaluated. Such experienced judgments of similarity are not 
at all special to proofs, but occur in every area of experience from case 
studies of the law to athletic skills of every variety. The content is special 
to the domain, but the general empirical character is not. (For an introduc-
tion to the formal aspects of the large psychological literature on similarity, 
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often an intransitive relation due to thresholds, see Chapter 14 on prox-
imity spaces and Chapter 16 on representations and thresholds of Suppes, 
Krantz, Luce, and Tversky (1989), which also contains extensive refer-
ences.) 

What I have said is too general, but can quickly be extended to more 
specific considerations by examining some examples of informal proofs. 
For reasons of space, I restrict myself to two. 

Example 1. Proof of an Archimedean axiom, taken from Royden 
(1963). The axiom C referred to in the proof is the standard completeness 
axiom: every nonempty set S of real numbers which has an upper bound 
has a least upper bound. Here is the theorem and informal proof, as given 
by Royden: 

 
Axiom of Archimedes: Given any real number x, there is an integer n such 
that x < n. 
Proof: Let S be the set of integers k such that k ≤ x. Since S has the upper bound 
x, it has a least upper bound y by axiom C. Since y is the least upper bound for 
S, y – ½ cannot be an upper bound for S, and so there is a k ∈ S such that k > 
y – ½. But k + 1 > y + ½ > y, and so (k + 1) ∉ S. Since k + 1 is an integer not in 
S, we must have k + 1 greater than x by the definition of S. 
(Royden, 1963, p.25) 
 

As expected, there is no filling out of obvious simple arguments. For ex-
ample, “y – ½ cannot be an upper bound for S.” The formal expansion is 
obvious but tedious. What is important here, and critical for informal 
proofs, is the power of ordinary language along with a minimum of nota-
tion to describe the argument that could easily be written as an algorithm. 
In saying this I am not claiming that we know how to write general algo-
rithms for any such gaps. In general form they may not exist, because of 
well-known undecidability results, or high lower bounds on such decision 
procedures as Tarski’s for the first-order theory of real closed fields. The 
last sentence of the proof exhibits a similar use of ordinary language to 
summarize informally the argument. 

Example 2. This one concerns equivalents of the axiom of choice. I 
take the example from my own book on axiomatic set theory (Suppes, 
1960/1972). A useful maximal principle, due independently to Teichmüller 
(1939) and Tukey (1940), is characterized by defining when a set is of fi-
nite character, which is true of a set A if and only if  
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(i) A is a nonempty set of sets, 
(ii) every finite subset of a member of A is also a member of A. 

 
The intuitive idea behind this formulation is that a property is of finite 
character if a set has the property when and only when all of its finite sub-
sets have the property. 
 

Teichmüller-Tukey Lemma: T. Any set of finite character has a 
maximal element. 
 

The theorem of interest is: 
 
Theorem: The Teichmüller-Tukey Lemma T is equivalent to Zorn’s 
Lemma Z. 
 

Recall that Zorn’s Lemma states that if A ≠ 0 and if the sum of each non-
empty chain which is a subset of A is in A, then A has a maximal element, 
where A is a chain if and only if A is a set of sets and for any two sets B 
and C in A either B ⊆ C or C ⊆ B. 
 

Proof: We prove only the first half, namely, that Zorn’s Lemma (Z) implies the 
Teichmüller-Tukey Lemma. 
Let A be a set of finite character, and let C be any chain which is a subset of A. 
To apply Z we need to prove that ∪ C ∈ A. Let F be a finite subset of ∪ C. 
Then F is a subset of the union of a finite collection D of members of C, for 
each element of F must belong to some member of C and there are only a finite 
number of elements in F. Now since D is finite and is a subset of the chain C, it 
has a largest member, say E; and F must be a subset of E, for otherwise C 
would not be a chain. E ∈ A, whence since A is a set of finite character, F ∈ A; 
but then also ∪ C ∈ A. The hypothesis of Z is thus satisfied by A and by virtue 
of Z, A has a maximal element. 
(Suppes, 1960/1972, p.249) 

 
A first rough comparison to the length of this informal proof to for-

mal ones that assumed the same background of prior theorems may be 
made using empirical data in Suppes and Sheehan (1981, p.79) on the 
length of nine formal proofs made by students in a course I taught for 
many years on set theory, for which a computer-based proof checker was 
developed and then regularly used. (Details are in the article just cited.) 
The mean length, is terms of number of lines with explicit inference rules, 
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was 41.8, with the min = 25 and the max = 61. As expected, the informal 
proof given above is much shorter. 

The central characteristic of this informal proof, like the previous 
one, is the use of ordinary English sentences with some embedded mathe-
matical symbols to summarize intuitively individual arguments, each of 
which correspond approximately to a number of steps in a formal proof. 

A psychological point about this linguistic feature of many informal 
written proofs is the implication for understanding such sentences. Un-
doubtedly the problem of being satisfied with a personal verification of an 
informal proof is quite dependent on the intuitive mathematical clarity of 
the written form of the informal proof. So, often it is not the overall struc-
ture of the proof, but the difficulty of comprehending individual sentences. 
To comprehend such sentences the reader often needs to be able to build a 
mathematical model satisfying the sentence, and often some other sen-
tences as well as visual graphs and the like, at least in sufficient detail to 
feel the model is enough. Mathematicians are good at this. It is an essential 
part of what they have learned. Intellectually, this differs from algorithmic 
checking in a way that is parallel to the difference between model theory 
and proof theory. 

From a broader perspective, the contrast between formal and infor-
mal proofs is striking. A formal proof manipulates symbols, and to check 
such a proof a computer program needs to have no understanding at all of 
the symbols to make an evaluation of correctness. A corresponding infor-
mal proof ordinarily does not mention mathematical symbols or language 
of any sort, but only mathematical objects, numbers, not numerals, opera-
tions on sets, not the notation for the operations, etc. The linguistic 
demand, in this case, is semantically driven, not syntactically. Understand-
ing of the informal language used to talk about nonlinguistic mathematical 
objects is necessary. 

Finally, I want to emphasize that the model sketches, as I am calling 
them, used to check informal proofs, are special to mathematicians only in 
part, not in their general psychological features, which are surely shared by 
architects, builders, and designers of all kinds who rely on a variety of im-
ages, externalized on paper or on a computer screen, but also images of the 
imagination, to facilitate thinking about whatever problem is current. 
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3  BRAIN COMPUTATIONS AND REPRESENTATIONS 
 
On the basis of the sound methodological principle that properties of the 
mind are really properties of the brain, it is useful to see what can be said 
about informal proofs from the standpoint of brain activity, even though it 
is obvious we have at present many mental concepts we cannot character-
ize in terms of what we know about the brain. 

The first observation is one that brings us back to formal proofs. It is 
widely recognized by almost everyone working on the subject that all com-
putations are physical computations. In other words, any actual computa-
tions require a physical embodiment. This does not mean that digital com-
puters are in any sense the universal model of how computations are made. 
Natural computations in the biological world have an endless variety of 
physical embodiments. The computational nature of DNA as the genetic 
code is probably the greatest single scientific discovery of the second half 
of the twentieth century. But the problems of understanding the physical 
computations of the seemingly simple motions of the thousands of insect 
species are overwhelming in their complexity and diversity. How, for ex-
ample, does an ordinary house fly compute its escape route of flight from a 
detected predator? 

Formal proofs are certainly recognized as having relatively easy im-
plementation as physical computations on a digital computer. Whatever 
abstract talk there is about the meaning and implications of a formal proof, 
the verification of the proof is a recursive physical process, painfully ex-
plicit in its details, as emphasized earlier from a different perspective. 

Something similar has to be true of informal proofs, with brain com-
putations replacing digital ones. A much too simple model of such brain 
computations was given earlier in the analysis of how the truth is computed 
of ordinary empirical statements about highly familiar matters, such as the 
most obvious sort of geographic or demographic facts. At the psychologi-
cal level, the method of computation proposed is that of association. 
Informal proofs are a triumphant application. At least until recently, many 
psychologists unfamiliar with the detailed analysis of mechanisms of com-
putations were inclined to be skeptical of such a claim. But the general 
complexity analogy with digital computers is too obvious to tolerate any 
wholesale rejection of association as the primary basis of the brain’s com-
putations. Yet, as I have already stated, it is a long way from Minsky’s 
simple universal Turing machine (1967) with four symbols and seven in-
ternal states to the complexity of a digital computer with programs able to 
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defeat the best human chess players, for example, or make a trillion com-
putations to predict the weather. So it is with the brain, from the simple as-
sociations of small invertebrates like Aplysia to the most intricate math-
ematical proofs. 

I have introduced, in these last paragraphs, many inadequately devel-
oped ideas about how the brain works. Full details are available nowhere, 
but will undoubtedly be a subject of intense research for many years to 
come. There is not space to try to say in a careful way what I think we do, 
at the present, know. So I will end with two remarks, one speculative and 
one empirical. 

The first remark concerns meaning. It is a standard complaint of 
many years that Hilbert’s formal systems for the foundations of mathemat-
ics turn mathematics into a meaningless game. The arithmetic of numerals, 
as opposed to numbers, has nothing like the rich content of genuine num-
ber theory or geometry, a source of endless intuitions and meaningful rela-
tions. The new home of Hilbert-style formalisms is, of course, in computer 
science, and much more broadly, the programming efforts throughout the 
world to use formal languages to write computer programs, which imple-
ment solutions to a vast array of tasks and problems. There is no additional 
sense or meaning given to the computer as part of these programs. It is 
formalism all the way down, but with physical embodiment. Moreover, it 
is hard to think of its being any other way. 

Detailed thinking about the brain moves in the same direction. There 
is no mysterious Fregean sense lurking somewhere in the cortex, ready to 
supply meaning as needed. The meaning of a word, a phrase or a sentence, 
like the meaning of a perceptual image, is to be found in a welter of asso-
ciations, or, to put it more soberly, in associative networks that are, in 
humans, if not in Aplysia, of great complexity. Of course, to put it this way 
is too bald and simple, as if reference to complexity were sufficient to ex-
plain how a predictive model of the weather computes an estimate of what 
the weather will be like the day after tomorrow. It helps not at all, in con-
crete terms, to say the program uses a terabyte of memory and computes at 
the rate of two terabits a second. Sustained research will be required for the 
indefinite future to untangle just how the brain is computing any important 
task, but the associative nature of the computations is, on present evidence, 
a reasonable conjecture. 

Displacing the Aristotelian and Cartesian conceptions of mind, at-
tractive and empirically sound as they were in many respects, will, when 
fully accomplished be comparable in intellectual importance to the dis-
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placement of Ptolemaic astronomy by that of Copernicus, Kepler and New-
ton. This philosophical and scientific revolution of the mind was given a 
big boost by Hume’s Treatise of Human Nature (1739/1888). Moreover, 
the claim that the workings of mind reflect above all the workings of col-
lections of synchronized neurons linked in a complex associative network 
is broadly accepted already in neuroscience, and much of psychology, but 
by no means to the same extent in philosophy. 

The second and final remark is more down to earth and empirical. An 
early question that arises in thinking about how the brain processes ordi-
nary language, including that used in informal proofs, is, how does the 
brain process linguistic input, i.e., language for listeners? (The question of 
linguistic output, i.e., speech production, is even more complicated.) Here I 
have in mind the relatively simple question of just what can we say about 
the initial brain processing of words and sentences heard. (I consider here 
only spoken language, but most of what I have to say applies just as well to 
the visual process of reading.) Now the analysis of sentences as finite se-
quences of words, and the analysis of words as sequences of syllables, and, 
at the more detailed level, sequences of phonemes, is widely accepted as 
being approximately correct. In addition, for many reasons, it is a sensible 
hypothesis to expect that the methods of brain computation are likely to 
preserve approximately the temporal order of words in sentences, syllables 
in words, and so forth. 

To test this idea in brain data is to test a hypothesis of structural iso-
morphism between spoken sentences and their brain representations. I 
summarize some unpublished work with my younger colleagues (Suppes, 
Perreau-Guimaraes, and Wong, In press). Sentences are presented audito-
rily or visually, one word at a time on a computer screen, at the temporal 
pace of the auditory recordings. Electric waves in the cortex, time-locked 
to the presentation of each sentence, are recorded for each subject using 
standard electroencephalography (EEG) techniques. Various linear models, 
such as those based on Fourier transforms and filters, or one-layer neural 
networks, are used to eliminate noise and find an approximately invariant 
signal (Wong, Perreau-Guimaraes, Uy, and Suppes, 2004). The measure of 
success at the first level is being able to classify correctly a significant 
number of test trials not used in estimating the parameters of the model be-
ing evaluated. The sentences were of the geographic type mentioned 
earlier, and the subjects were asked to judge each one as true or false, and 
so indicate by typing ‘1’ for true and ‘2’ for false. Good, but far from per-
fect, recognition results were obtained by sets of sentences of size 24, 48 or 
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100. We also isolated in the temporal sequence of presentation, individual 
words to which the same models were applied. 

Let f be a one-one function mapping each sentence s to its brain rep-
resentation f(s). Let g be a corresponding function for words. Then our test 
of structural isomorphism is whether or not we can find empirical support 
for the structural equation, where s = w1 w2 … wn, 
 

f(w1 w2 … wn) = g(w1) g(w2) … g(wn). 
 
It perhaps seems too obvious that this equation should hold, just by asking 
how else could the brain process sentences. But already at the level of 
speech such precise identification is not always easy, so it is a serious 
problem whether or not such results can be substantiated in the brain. We 
have good support, but not as good as our recognition of sentences, which 
is not surprising, since this same relation of relative difficulty holds for 
speech. 

Finding support for such a natural isomorphism seems necessary to 
get started, but it is clearly a long journey of further results to get to such 
questions as how informal proofs are processed in the brain. In this case, 
much more than the initial isomorphism of recognition is needed. Semantic 
computation in the spirit of the associative networks and model sketches 
mentioned earlier are essential. Still, at a certain level the task is well-de-
fined, and I see, at the present, no alternative conception that is more pro-
mising. Whatever empirical route does prove successful, I find it unima-
ginable that there can be a fully satisfactory theory of the verification of 
informal proofs that is a priori and devoid of psychological, and ultimately 
neural, concepts and data. 
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